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Abstract
Statistical downscaling is a vital tool in generating high resolution projections for climate impact studies. This study applies convolutional latent neural processes to multivariate downscaling of maximum temperature and precipitation. In contrast to existing downscaling methods, this model is shown to produce spatially coherent predictions at arbitrary locations specified at test time, regardless of whether training data are available at these points.

1. Introduction
Generating high resolution climate projections is vital for assessing risks under different climate scenarios. Unfortunately, the computational requirements of modern earth system models limit the resolution of simulations. For this reason, raw model output is routinely post-processed using statistical methods to downscale results to higher spatial resolution (Maraun & Widmann, 2018).

Given shortcomings of using traditional statistical techniques for downscaling on many metrics (Widmann et al., 2019; Gutiérrez et al., 2019; Hertig et al., 2019; Maraun et al., 2019), there has been considerable work on applying modern deep learning architectures to this problem. While bias correction (Cannon, 2011; Bürger et al., 2012) and unsupervised methods using normalising flows (Groenke et al., 2020) have been proposed, the majority of studies apply perfect prognosis models. In these methods the aim is to learn a transfer function mapping from low resolution predictors to high resolution outputs. This function is trained on observational data then applied to the coarse resolution model output (Maraun & Widmann, 2018). Architectures previously applied to this task include convolutional neural networks (Vandal et al., 2017; Wang et al., 2021; Liu et al., 2020; Baño-Medina et al., 2020), autoencoders (Vandal et al., 2019), generative adversarial networks (Chaudhuri & Robertson, 2020), multilayer perceptrons (MLPs; Cannon, 2008) and long short-term memory networks (Misra et al., 2018).

In these studies the transfer function maps from a set of coarse resolution predictors to a fixed set of locations, typically on a grid, where training data are available. The model is then fitted by minimising a loss function between observations and model predictions at each point. This raises the question of how to make predictions at locations where training data are not available. Wang et al. (2021) used transfer learning to apply a convolutional neural network trained to map low resolution gridded predictors to high resolution gridded observations in one region to make skillful predictions in another. Though this allows predictions to be made at other locations, the resolution of the output grid remains fixed by the resolution of the training data. An alternative approach is to learn a transfer function from the low resolution predictors to a stochastic process (i.e a distribution over spatial functions of the variable being downscaled). This has advantages that the predicted stochastic process can be queried at any spatial location at test time, and uncertainty in the predictions is quantified. Vaughan et al. (2021) applied convolutional conditional neural processes (convCNP; Gordon et al., 2019) to downscaling temperature and precipitation at 86 locations in Europe. Unfortunately, the convCNP model is of little practical use for climate impact studies as it cannot produce spatially coherent samples (Dubois et al., 2020). A further limitation is that the convCNP model is only suitable for univariate downscaling.

In this study we build on the work of Vaughan et al. (2021) to develop a new model for multivariate downscaling using a convolutional latent neural process (convLNP; Foong et al., 2020) to predict a multivariate stochastic process describing spatial fields of temperature and precipitation given low resolution predictor fields. This model jointly downscales daily maximum temperature and precipitation, quantifies uncertainty in predictions, generates coherent spatial samples and can generate predictions at arbitrary locations at test time.

For this work the convLNP model is trained to downscale gridded low-resolution ERA-5 reanalysis data to station observations over Germany, with performance evaluated at held out locations. To our knowledge this is the first attempt at multivariate downscaling by learning a transfer function to a stochastic process. Our findings indicate that this model is suitable for generating multivariate projections of temperature and precipitation suitable for use in climate
impact studies.

2. Methodology

Idea: Use a latent neural process Garnelo et al. (2018) to learn a transfer function mapping a set of daily gridded low resolution climate predictors to a multivariate stochastic process indexed by longitude and latitude. Unlike the convCNP model used by Vaughan et al. (2021), the latent neural process is able to model correlations between locations (Dubois et al., 2020). As translation equivariance is an important inductive bias in multisite downscaling (Baño-Medina & Gutiérrez, 2019), we use a convolutional neural process model (Foong et al., 2020), which incorporates translation equivariance into the latent neural process.

Experiment: ERA-Interim reanalysis data (Dee et al., 2011) at 0.75 degree resolution is downscaled to weather station data from the European Climate and Assessment Dataset (Klok & Klein Tank, 2009) in a region from 6 to 16 degrees longitude and 47 to 55 degrees latitude (Figure 2a). This region is chosen as Germany has a high density of station observations and complex topography in the Alps.

Predictors are the 0.75 degree resolution longitude-latitude grids of 25 variables from the reanalysis dataset. Atmospheric predictors are surface level mean and maximum temperature, wind and precipitation. Tropospheric predictors are humidity temperature and winds at 850hPa, 700hPa and 500hPa. Invariant predictors are longitude, latitude, sub-gridscale orography angle, anisotropy and standard deviation and geopotential. Day of year is also included represented by periodic transforms to capture seasonal variation. The training set consists of reanalysis predictors from 1979-2002 together with observations from 397 stations (Figure 2a). The held out validation set consists of reanalysis predictors from 2003-2008 and observations from 19 stations held out from the training set (Figure 2b), assessing the ability of the model to generalise to unseen times and locations. These 19 validation stations are selected from locations used in the VALUE downsampling intercomparison experiment as they provide high quality observations in regions where statistical downsampling models are typically less accurate (Maraun et al., 2015).

ConvLNP architecture Using a convLNP the predictive distribution of maximum temperature and precipitation $y^{(t)}$ at T locations $x^{(t)}$ specified by longitude, latitude, and elevation coordinates is modelled as

$$p_{\theta}(\{y^{(t)}\}_{t=1}^T | \{x^{(t)}\}_{t=1}^T, C) = \int p_{\theta}(z|C) \prod_t \mathcal{N}(y^{(t)}; \Sigma(z^{(t)}, \Sigma, \mu^{(t)})) dz$$

Where $C$ is the set of low resolution predictors on longitude-latitude grids, $z$ is a latent variable and $\mathcal{N}(y; \Sigma, \mu)$ is a multivariate Gaussian distribution with mean $\mu$ and covariance $\Sigma$.

The convLNP is implemented in two stages: an encoder parameterizing $p_{\theta}(z|C)$ mapping the low resolution predictors to a distribution over latent variable $z$ followed by a decoder parameterizing the predictive distribution $p_{\theta}(y|x, z)$ over $y$ at location $x$ given $z$.

A schematic of the model architecture is shown in Figure 1.
through a convolutional network consisting of three residual blocks. This outputs predictions of \((\mu, \sigma)\) parameterizing an independent Gaussian latent variable at each gridpoint. A sample from these Gaussian distributions is used as input to the decoder, and passed through a further three residual blocks to output predictions of the five parameters specifying a joint Gaussian distribution of temperature and precipitation: the mean for temperature and precipitation \((\mu_T, \mu_{Precip})\), the variance for temperature and precipitation \((\sigma_T, \sigma_{Precip})\) and the covariance \((\sigma_{T,Precip})\). These grid-ded predictions are transformed to the required location \(x\) using a set convolution layer (Gordon et al., 2019). Finally, the five predicted parameters together with the elevation at \(x\) are passed through a MLP, adjusting for the effect of subgrid-scale elevation. The model outputs predictions of the parameters specifying a multivariate Gaussian over temperature and precipitation at location \(x\). For details of the model architecture and training, see Appendix A.

**Baseline:** As to our knowledge this is the first attempt at multivariate downscaling by learning a transfer function to a stochastic process, there is no directly comparable baseline from previous work. We instead construct a simple transfer learning baseline aiming to answer the following two questions:

1. Is the skill of the convLNP model at unseen locations any higher than training a single-site model and using transfer learning to make predictions at other locations?
2. Does the multivariate convLNP predict inter-variable correlations more accurately than applying separate univariate models?

The baseline model consists of two independent multi-layer perceptrons for maximum temperature and precipitation, each of which take spatial predictors from the low resolution grid together with the elevation at \(x\) as input, and output predictions of maximum temperature or precipitation at that location. In a comparison of downscaling models for stations over Europe (Gutiérrez et al., 2019), many of the best performing models use joined principal components (PCs) of the predictor fields as input to capture spatial coherence. We therefore take the leading 19 joined principal components (explaining \(> 95\%\) of the variance) of the predictor fields as input to the MLP model. For details of the baseline architecture and training see Appendix B.

### 3. Results

Models are evaluated on multiple metrics. Marginal aspects are compared using mean absolute error (MAE) and Pearson (Spearman) correlation for maximum temperature (precipitation) between model predictions and observations.

<table>
<thead>
<tr>
<th>Metric</th>
<th>convLNP</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maximum Temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE (C)</td>
<td>1.95</td>
<td>2.33</td>
</tr>
<tr>
<td>Pearson</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>CMD</td>
<td>1.29e-4</td>
<td>6.43e-4</td>
</tr>
<tr>
<td>DOF bias</td>
<td>0.02</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>Precipitation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE (C)</td>
<td>2.51</td>
<td>2.64</td>
</tr>
<tr>
<td>Spearman</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>CMD</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>DOF bias</td>
<td>1.79</td>
<td>2.24</td>
</tr>
</tbody>
</table>

### Table 1. Comparison of results for the convLNP and baseline models on the validation set.

These metrics are averaged over the 19 validation stations. Following (Widmann et al., 2019), two metrics are calculated specifically to evaluate how well spatial correlations are reproduced. The correlation matrix distance (CMD; Herdin, 2005) measures the similarity of two correlation matrices, with a value of zero indicating that the correlation structure is identical up to a scaling factor and a value of one indicating that the correlation structures are very different. The second spatial metric, bias in degrees of freedom (DOF) compares the predicted to observed spatial degrees of freedom (Widmann et al., 2019). Finally, predictions of inter-variable correlations between maximum temperature and precipitation are assessed by the absolute bias in spearman correlation between the variables (Maraun & Widmann, 2018) in model predictions compared to observations.

Results for each model on the validation set are shown in Table 1. The convLNP model outperforms or equals the performance of the baseline transfer learning model on all metrics. For maximum temperature, the MAE is 1.95°C for the convLNP compared to 2.33°C for the baseline. Pearson correlations are 0.96 for both models. Similarly for precipitation, the MAE is lower for the convLNP model at 2.51mm compared to 2.64mm for the baseline, with equal spearman correlations of 0.64.

Of particular interest in this study is how well the models capture the spatial distribution of the downscaled variables. For both maximum temperature and precipitation, the convLNP outperforms the baseline on the CMD and DOF bias metrics. Further insight into the ability of the model to reproduce spatial fields is gained by querying the predicted stochastic process at 0.05 degree resolution over the domain. Figure 2 shows an example of convLNP predictions for maximum temperature (d,e,f) and precipitation (g,h,i) compared to the low resolution reanalysis predictors of these
fields. For both variables, large scale features are consistent with the low resolution input. For maximum temperature, predicted variance (model uncertainty) is highest in regions with complex topography and areas where training data are sparse, as expected. For precipitation, higher uncertainty is seen towards the edges of the area of predicted precipitation, especially in elevated regions. Locations at greater elevation are predicted to be colder and receive higher precipitation.

The final metric to consider is how well the model predicts intervariable correlations. The bias in intervariable correlations is substantially lower for the convLNP model compared to the baseline. Predicted covariance is largest in regions with complex topography (Figure 2c).

4. Conclusion

We have presented a new approach for multivariate climate downscaling using a convLNP. This model outperforms a transfer learning baseline, and reproduces spatially realistic high resolution fields of maximum temperature and precipitation with accurate intervariable correlations.

The convLNP model has a number of advantages over existing machine learning downscaling methods:

Application to new domains the convLNP can be queried at new locations at test time and generate spatially coherent predictions.

Uncertainty quantification the model robustly quantifies uncertainty in predictions.
Multivariate climate downscaling the model predicts a joint distribution of multiple variables, making it suitable for application to impact studies relying on accurate inter-variable correlations.

Multiple areas remain for future work. Further verification is required with an ensemble of baselines, particularly quantifying how well extreme values are represented and exploring whether predictions are physically consistent. The convLNP model will then be applied to climate impact studies where multivariate projections are required, with an initial focus on local wildfire risk projections.
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A. convLNP model

A.1. Architecture

The encoder consists of three residual blocks with depth separable convolutions (Chollet, 2017). Each block consists of two layers of ReLU nonlinearities followed by a 2D convolutional layer with a kernel size of 3 and 128 intermediate channels. The latent variable \( z \) has 64 channels.

The decoder consists of a further three residual blocks with architecture identical to above. This is followed by a set convolution (Gordon et al., 2019), where the outputs of the parameters on the low resolution grid are used as weights for an exponentiated-quadratic kernel with learnable length scale to make predictions at target location \( x \).

Resulting predictions of parameters are then concatenated with the elevation coordinate and passed through a MLP with four hidden layers, each with 64 neurons, and ReLU activations.
A.2. Training

The convLNP is trained for 100 epochs using Adam, with a learning rate of $5 \times 10^{-4}$. As the log-predictive likelihood is not analytically tractable, we instead minimise the neural process maximum likelihood objective (Foong et al., 2020), defined by

$$
\hat{\mathcal{L}}_{NPML} = \log\left(\frac{1}{T} \sum_{l=1}^{L} \prod_{t=1}^{T} p_{\theta}(y^{(t)}|x^{(t)}, z^{(t)})\right)
$$

Where $z^{(t)} \sim p_{\theta}(z|C)$. The number of samples $L$ from the latent variable is set to 24.

B. Baseline model

The baseline MLP has 4 hidden layers each with 64 units and ReLU nonlinearities. Both the maximum temperature and precipitation models are trained for 100 epochs using Adam with a learning rate of $1 \times 10^{-3}$ minimising the mean squared error.